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A little about me

• PhD student at IESL


• UMass Amherst


• NLP for Computational Social Science


• End users: sociologists
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What is a static word embedding?

• Set of vectors — points in a vector space


• Trained on a corpus


• One for each word or ‘type’


• If two words have similar contexts in the corpus, their vectors are close together


• Corpus -> vectors conversion: word2vec, GloVe, fasttext…

ICYMI
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Questions for today

• Who is still using these, and for what?


• What can I, a computer scientist, contribute?


• Why not just use LLMs instead?



Research questions

NLP: 
(From CS3730)


• Can models learn language without 
embodiment?


• Should knowledge be neuralized or indexed?


• How will the understanding of language 
benefit multi-modal applications and 
embodied agents?

In NLP and in other fields

Who uses these? What can I contribute? Why not LLMs?

• Questions about NLP models


• Answered with… various techniques

🤔



Research questions

Political Science:


• How, and by whom, is emotional language 
employed in US Congress debates?

In NLP and in other fields

Who uses these? What can I contribute? Why not LLMs?

• Questions about people and their 
interactions


• Answered with… NLP techniques we have 
already learned about!

🥳



Who uses these? What can I contribute? Why not LLMs?

Gloria Gennaro, Elliott Ash, Emotion and Reason in Political Language, The Economic Journal, Volume 
132, Issue 643, April 2022, Pages 1037–1059, https://doi.org/10.1093/ej/ueab104

How, and by whom, is emotional language 
employed in US Congress debates?

https://doi.org/10.1093/ej/ueab104


Who uses these? What can I contribute? Why not LLMs?

• In his treatise on Rhetoric, Aristotle suggested that persuasion can be achieved 
through either logical argumentation or emotional arousal in the audience; 
success depends on selecting the most appropriate strategy for the given context.


• The extent to which politicians engage with this trade-off … is largely unknown.


• Providing empirical evidence on these questions has been difficult due to the 
lack of a reproducible, validated and scalable measure of emotionality in political 
language. 

How, and by whom, is emotional language 
employed in US Congress debates?



How, and by whom, is emotional language 
employed in US Congress debates?
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Cognition

Politicians trade off — When? Why?

Who uses these? What can I contribute? Why not LLMs?

• Answer using static embeddings



Your toolkit

• Digitized transcripts of speeches in the U.S. 
House and Senate between 1858 and 2014 


• For each speech:


• Full text


• Date of speech


• Speaker’s political party

How, and by whom, is emotional language employed in US Congress debates?
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Preparation

• Concatenate all speeches from 1858 - 2014 
into one corpus


• Clean data (part-of-speech tagging, 
removing stopwords, etc.)


• Train a word2vec model

How, and by whom, is emotional language employed in US Congress debates?

Who uses these? What can I contribute? Why not LLMs?
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Method

• We want to compare individual speeches to 
concepts (Emotion or Cognition) 


• Speeches can be represented as a set of 
words


• Average of vectors in the set


• Concepts can be represented as sets of 
words e.g. {thrill, serene, frighten, …}


• Similarly, average of vectors in the set

How, and by whom, is emotional language employed in US Congress debates?
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Method

• Emotion is represented by vector E — mean of emotion 
words’ vectors


• Cognition is represented by vector C — mean of 
cognition words’ vectors


• Speech i is represented  by vector di — mean of vectors 
of all words in the speech


• Emotionality Yi  of speech i 

How, and by whom, is emotional language employed in US Congress debates?
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Findings

• Emotionality 
over time

How, and by whom, is emotional language employed in US Congress debates?

Who uses these? What can I contribute? Why not LLMs?



Findings

• Emotionality 
by party and 
party majority

How, and by whom, is emotional language employed in US Congress debates?

Who uses these? What can I contribute? Why not LLMs?



Double checking

• Could this measure 
accidentally be measuring 
positive v/s negative 
sentiment?


• No! They run the same 
experiment with positive 
and negative words, and 
find that they are not 
correlated

How, and by whom, is emotional language employed in US Congress debates?

Who uses these? What can I contribute? Why not LLMs?



Double checking

• Is this general language change, rather than something specific occurring in 
politics?


• No! They run the same experiment for Google Books and find emotionality 
decreasing


• Is this the same as polarization? (Different parties gravitating to different topics)


• No! Prior work has found polarization, but starting in the 1990s

How, and by whom, is emotional language employed in US Congress debates?

Who uses these? What can I contribute? Why not LLMs?



Conclusion
Who uses these? What can I contribute? Why not LLMs?
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When their party does not 
have majority

In times of distress, and 
when observable by 

constituents

• The extent to which politicians engage 
with this trade-off … is largely 
unknown.


• But, in the US Congress, we can say 
quantitatively using static word 
embeddings that politicians employ 
emotional language…



Gloria Gennaro, Elliott Ash, Emotion and Reason in Political Language, The Economic Journal, Volume 
132, Issue 643, April 2022, Pages 1037–1059, https://doi.org/10.1093/ej/ueab104

https://doi.org/10.1093/ej/ueab104


Once there’s a working GitHub repo out there, 
are computer scientists of any use?

Who uses these? What can I contribute? Why not LLMs?



Scenario

• Observation:

Who uses these? What can I contribute? Why not LLMs?

• Claim: Pepsi is the ‘poor people version’ of Coca Cola.


Any other possible explanations?



Semantic properties on embeddings

Caveats: only seems to work
for frequent words, small
distances and certain
relations, like relating
countries to capitals, or parts
of speech. [Linzen 2016, 
Gladkova et al. 2016, 
Ethayarajh et al. 2019a] 



• Pepsi and CocaCola are practically synonyms


• They occur in very similar contexts


• You might find that Pepsi is CocaCola’s nearest neighbor


• It’s also the nearest neighbor of 

Scenario

• Linzen 2016:


• Rich and poor are antonyms:


• They also occur in similar contexts


• Their vectors are very similar


• Their vector difference is small and noisy:

Pepsi is the ‘poor people version’ of Coca Cola?

Who uses these? What can I contribute? Why not LLMs?



Semantic properties on embeddings

Caveats: only seems to work
for frequent words, small
distances and certain
relations, like relating
countries to capitals, or parts
of speech. [Linzen 2016, 
Gladkova et al. 2016, 
Ethayarajh et al. 2019a] 

Who uses these? What can I contribute? Why not LLMs?



Conclusion

• Best practices evolve quickly


• Computer scientists are well positioned to keep updated on these things


• Researchers aren’t incentivized to be explicit about shortcomings


• Our community is presenting technologies with certain promises


• Some parts of our community should help responsibly contextualize those

Who uses these? What can I contribute? Why not LLMs?



Isn’t it easier to ask ChatGPT?

Who uses these? What can I contribute? Why not LLMs?



• Providing empirical evidence on these questions has been difficult due to the lack of 
a reproducible, validated and scalable measure of emotionality in political 
language. 



Even word embeddings don’t work out of the box

• Different types of data: much smaller corpora, words of interest might be rare


• Different end uses: Rather than just describing, make complex statistical statements

Who uses these? What can I contribute? Why not LLMs?



Why not LLMs?

• Different types of data: much smaller corpora, obscure and new

Who uses these? What can I contribute? Why not LLMs?



Why not LLMs?
Source criticism

Who uses these? What can I contribute? Why not LLMs?



• Something they are known 
to have said


• Expert reconstruction of 
what they might have said


• A fictional account?


• A reconstruction by a non-
expert with very particular 
biases?





There’s a lot of work to be done!

• Social science research imposes different and interesting constraints on NLP 
algorithms


• These require additional work on and around the tools we present to social 
scientists


• These are questions about NLP models that help others answer questions about 
people and their interactions

Who uses these? What can I contribute? Why not LLMs?



Thank you!


