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Undation of scientific evaluation is the

Wor-intensive process of peer review. This
critical task requires participants to consume
vast amounts of highly technical text. Prior
work has annotated different aspects of review.
argumentation, but discourse relations between
reviews and rebuttals have yet to be examined.
We present DISAPERE, a labeled dataset of
20k sentences contained in 506 review-rebuttal
pairs in English, annotated by experts. DIS-
APERE synthesizes label sets from prior work
and extends them 10 include fine-grained an-
notation of the rebuttal sentences, characteri
ing their context in the review and the authors”
stance towards review arguments. Further, we
‘annotate every review and rebuttal sentence.
‘We show that discourse cues from rebuttals can
shed light on the quality and interpretation of
reviews. Further, an understanding of the argu-
mentative strategies employed by the review-
ers and authors provides useful signal for arca
chairs and other decision makers.

1 Introduction

Peer review performs the essential role of quality
control in the dissemination of scientific knowl-
edge. The recent rapid increase in academic output
places an immense burden on decision makers such
as area chairs and editors, as their decisions must
take into account not only extensive manuscripts,
but enormous additional amounts of technical text
including reviews, rebuttals, and other discussions.
One long term goal of research in peer review is
to support decision makers in managing their work-
load by providing tools to help them efficiently
absorb the discussions they must read. While ma-
chine learning should not be used to produce con-
densed accounts of the peer review text due to the
risk of amplifying biases (Zhao et al., 2017), ML
tools could nevertheless help manage information
overload by identifying patterns in the data, such
as argumentative strategies, goals, and intentions.

Any such research requires an extensive labeled
dataset. While the OpenReview platform (Soergel
etal., 2013) has made it easy o obtain unlabeled
public peer review text, labeling this data for su-
pervised NLP requires highly qualified annotators.
Correct ion of the di

the text requires an understanding of the technical
content, precluding the use of standard crowdsourc-
ing techniques. Prior work on discourse in peer
review has focused this qualified labor force on
labeling arguments extracted from the text, which
enables the complete annotation of more examples,
at the expense of research on non-argumentative
behaviors in peer review. While there has been
extensive research and deep analysis of different
aspects of peer review, the taxonomies used to de-
scribe review argumentation are disparate and not
directly compatible. Finally, there has been limited
research into understanding the discourse relations
between rebuttals and reviews (Cheng et al., 2020;
Bao etal., 2021), and none so far into the discourse
structure of rebuttals.

‘This paper presents DISAPERE (Dlscourse
Structure in Academic PEer REview), a dataset
focusing on the interaction between reviewer and
author'. We give reviews and rebuttals equal im-
portance, and emphasize the relations between
them. To enable the study of behaviors beyond
the core arguments, we aso annotate every sen-
tence of both the review and rebuttal, and provide
fine-grained labels for non-argumentative types.
We annotate at the sentence level not only for
completeness but also to avoid the propagation
of errors from argument detection. We annotate
four properties (REVIEW-ACTION, FINE-REVIEW-
ACTION, ASPECT, POLARITY) of each review sen-
tence, where the set of properties and their values
were developed by synthesizing taxonomies from

i

he dataset, along with its accompanying code and doc-
‘umentation, is available at ht tp: / /www g1 thub. con/
nnkennard/DISAPERE/.
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ation of the box lattice (BL) model of Vilnis et al. 2018 and applies it to several

Brks (there is not a lot of exposition for an unfamilar reader), but should be of strong
embeddings or graph prediction.

e well-written, with clear explanations of the desired properties of the model and a concise set of experiments
that are easy to follow. The strongest result is that on unbalanced WordNet, while the Flickr and MovieLens results are a
little less clear but do show that this technique does not cause any loss in performance.

Afew points of feedback:

- Missing citation / comparison: https://arxiv.org/pdf/1804.01882.pdf (Ganea et al. 2018) is an alternative way of
generalizing order embeddings. They also report very high numbers on WordNet, though I'm not sure they are directly
comparable.

- The Gaussian relaxation (Eq. (2) and (3)) defines a particular length scale, \sigma. It's not clear if this is also implicit in the
softplus derivation (by analogy with Eq. (4), should we assume that it approximates the \sigma = 1 case?). What effect
does this have on the embedding space? Without it, it would seem that the normal BL model is scale invariant, which
might be a desirable property for representing hierarchical data.

- The main thrust of section 5.2 s that smoothed box embeddings retain better performance with increasing numbers of
negatives. Could you include the ratio of positive / negative examples on the Flickr dataset, and some measure of the
distribution of P(A| B) values on MovieLens to et a sense of how these datasets compare?

- Flickr data: what is the encoder model that produces the embeddings here, and how does it handle unseen captions?
(Why would we expect the smoothed box model to handle unseen captions better?)

- There's a strong emphasis on how smoothing makes training easier. Do you have any metrics to directly support this,
such as variance under random restarts?
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B for learning embedding of hierarchies. Specifically, the paper builds on aa
Gradient based methods, which eventually leads to improved accuracy on relevant

. 0 gradient can flow to the model to correct the problem (which is happens in case of sparse-

To alleviate the above problem, the paper proposes smoothing the model. That is, transforming the original model
constructed from indicator functions (hence difficult to optimize by gradient based method) to a smooth differentiable
function by diffusing the landscape. The diffusion process corresponds to convincing the objective function with the
Gaussian kernel.

Ifind the idea of converting such combinatorial problems to differentiable, specially when gradient methods can succeed
in optimizing them afterward, very fascinating. I believe this paper is taking a theoretically sound path to construct the
differentiable form of the originally non-differentiable problem. As the authors find, the smoothed function leads to
improved performance against SOTA on relevant benchmark data such as WordNet hypernymy, Flick caption entailment
and MovieLnes market basket data.

One downside of the current submission is that the details of optimization are now provided at all. What algorithm do you
use to optimize the objective function? What are the hyper parameters? What value of sigma (for diffusion) do you use for
maybe you use the continuation method to gradually anneal sigma from large toward zero?). These are important details
that 1 ask the authors to include.

Also, I think some graphical llustration of the embedding would be very helpful, perhaps something like Figure 2 of
"Probabilistic Embedding of Knowledge Graphs with Box Lattice Measures". I hope such illustration is added to the
submission.

Rating: 8: Top 50% of accepted papers, clear accept

Confidence: 3: The reviewer is fairly confident that the evaluation is correct

Reviewer3
ICLR 2019 Conference Paper1 Official
Fhow Revisions

i concerns were adressed by the authors. This is a great paper and should be

s smoothing probabilistic box embeddings with softplus functions, which make the optimization
aNUSCape continuous, while also presenting the theoretical background of the proposed method well. The paper
presents the overall idea beautifully and is very easy to follow. The overall idea of smoothed sotfplus boxes is well-

founded, elegant and practical. The results on standard WordNet do not improve upon state-of-the-art, however
imbalanced WordNet with abundance of neg ples gain remarkable Similarly in Flickr and
MovieLens the method performs well. This paper presents a novel, theoretically welljustified idea with excellent results,
and is likely going to be a high-impact paper.

Anillustrating figure would still be nice to include, also for the convolutions of eq 2. The paper does not comment on
running times, some kind of scalability comparison should be included since the paper claims that the model is easier to
train.

The paper should clarify that the \prod in 3.3. meet and join definitions seems to refer to a set product, while the p(a)
equation has a standard product (or does it?). What is the “a" in the p(a). should it be p(x)"?

I have trouble understanding eq 1: the difference inside the function is always negative, while the hinge function seems
to dlip negative values away. The definition of the m(x)is too clever, please clarify the function in more conventional
notation.

Rating: 7: Good paper, accept

Confidence: 3: The reviewer is fairly confident that the evaluation is correct
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softplus derivation (by analogy with Eq. (4), should we assume that it approximates the \sigma = 1 case?). What effect
does this have on the embedding space? Without it, it would seem that the normal BL model is scale invariant, which
might be a desirable property for representing hierarchical data.

- The main thrust of section 5.2 s that smoothed box embeddings retain better performance with increasing numbers of
negatives. Could you include the ratio of positive / negative examples on the Flickr dataset, and some measure of the
distribution of P(A| B) values on MovieLens to et a sense of how these datasets compare?

- Flickr data: what is the encoder model that produces the embeddings here, and how does it handle unseen captions?
(Why would we expect the smoothed box model to handle unseen captions better?)
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laper1 Official Comment ~ Readers: @

. We will reply in detail to each point inline:

ttps:/anxiv.org/pdf/1804.01882.pdf (Ganea et al. 2018) is an alternative way
ddings.
high numbers on WordNet, though I'm not sure they are directly comparable.

This is indeed a very related paper. Our work differs from hyperbolic embeddings in a couple of ways. First,
by virtue of being a probabilistic model, the box model can score complex multivariate queries including
negated variables. Secondly, the box structure is more suitable for general DAG embedding, as opposed to a
hyperbolic model where the constant negative curvature strongly biases the model towards trees. The
numbers are not directly comparable, but we will add this to related work, thank you.

> The Gaussian relaxation (Eq. (2) and (3)) defines a particular length scale, \sigma.

>It's not clear if this is also implicit in the softplus derivation (by analogy with Eq. (4), should we assume that
it approximates the \sigma = 1 case?).

>What effect does this have on the embedding space? Without it, it would seem that the normal BL model is
scale invariant, which might be a desirable property for representing hierarchical data.

The \sigma parameter is absorbed into the constant \rho in the softplus approximation to the Gaussian
(Proposition 1), which differs from \sigma by the factor 1/1.702 given there. In practice, this is tuned as a
global temperature for the softplus, but it is not particularly important when normalizing the space by the
global coordinatewise minimum and maximum, as explained at the end of section 4.2 (this detail is probably
the most important practical answer to your question). The scale invariance question is interesting. In order
to solve the problem of sparse gradients, our solution sacrifices scale invariance. While scale invariance is
desirable in theory, it has been known to cause instability in other contexts, such as perceptron vs. hinge loss
learning, and perhaps the “scale” of the “soft edges” could be viewed as a type of margin, as well as solving
the problem of sparse gradients.

>The main thrust of section 5.2 is that smoothed box embeddings retain better performance with increasing
numbers of negatives.
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oughtful review. Responses are included inline:
d still be nice to include, also for the convolutions of eq 2.
a rendering will be helpful, and will add it to the paper.

> The paper does not comment on running times, some kind of scalability comparison should be included
since the paper claims that the model is easier to train.

The ease of training leads to better results on certain data, rather than increased scalability - both methods
are applicable to large scale data, similar to other embedding methods. We added a new series of

p testing to different initiali regimes for the two models, which are included in
the draft and detailed in our response to Reviewer #2.

> The paper should clarify that the \prod in 3.3. meet and join definitions seems to refer to a set product,
while the p(a) equation has a standard product (or does it?). What is the “a” in the p(a), should it be "p(x)" ?

Your interpretation of the products is correct, and "a" was indeed a typo for "x." Thanks! We have fixed this in
the draft and changed the definition to clarify the meaning of the products.

> have trouble understanding eq 1: the difference inside the function is always negative, while the hinge
function seems to clip negative values away.
> The definition of the m(x) is too clever, please clarify the function in more conventional notation.

Thank you, there was a sign error. In the updated formula, the quantity inside the function can be positive or
negative (negative if the hard boundaries of the boxes don't overlap at all). We've also switched the definition
to use “min” and “max” rather than \wedge and \vee symbols, so it should be much clearer.

Reviewer3
ICLR 2019 Conference Paper1 Official
Fhow Revisions
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Confidence: 3: The reviewer is fairly confident that the evaluation is correct

Ence Paper1 Official Comment ~ Readers: @

thoughtful review.

'm the optimization, using the default settings given in the Adam paper for
idge terms, with learning rates given in the appendix of the submission. We have also
#Bpendix with more hyperparameter details, and plan to release code before publication.

-The 0 perp: is always set equal to 1.0. We address this also in our
response to Reviewer #2 — since in all experiments aside from Flickr, we divide each dimension by the global
maximum across boxes, this seems to avoid scale issues.

- We agree that a figure illustrating the geometric intuition would be helpful, and will add a rendering in a
future draft.
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overload by identifying patterns in the data, such
as argumentative strategies, goals, and intentions.

Any such research requires an extensive labeled
dataset. While the OpenReview platform (Soergel
etal., 2013) has made it easy o obtain unlabeled
public peer review text, labeling this data for su-
pervised NLP requires highly qualified annotators.
Correct ion of the di

the text requires an understanding of the technical
content, precluding the use of standard crowdsourc-
ing techniques. Prior work on discourse in peer
review has focused this qualified labor force on
labeling arguments extracted from the text, which
enables the complete annotation of more examples,
at the expense of research on non-argumentative
behaviors in peer review. While there has been
extensive research and deep analysis of different
aspects of peer review, the taxonomies used to de-
scribe review argumentation are disparate and not
directly compatible. Finally, there has been limited
research into understanding the discourse relations
between rebuttals and reviews (Cheng et al., 2020;
Bao etal., 2021), and none so far into the discourse
structure of rebuttals.

‘This paper presents DISAPERE (Dlscourse
Structure in Academic PEer REview), a dataset
focusing on the interaction between reviewer and
author'. We give reviews and rebuttals equal im-
portance, and emphasize the relations between
them. To enable the study of behaviors beyond
the core arguments, we aso annotate every sen-
tence of both the review and rebuttal, and provide
fine-grained labels for non-argumentative types.
We annotate at the sentence level not only for
completeness but also to avoid the propagation
of errors from argument detection. We annotate
four properties (REVIEW-ACTION, FINE-REVIEW-
ACTION, ASPECT, POLARITY) of each review sen-
tence, where the set of properties and their values
were developed by synthesizing taxonomies from

i

he dataset, along with its accompanying code and doc-
‘umentation, is available at ht tp: / /www g1 thub. con/
nnkennard/DISAPERE/.
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B for learning embedding of hierarchies. Specifically, the paper builds on aa
ethod using box representations. The key contribution of the paper is facilitating
Gradient based methods, which eventually leads to improved accuracy on relevant
/ond SOTA). The observation is that when two boxes are disjoint in the model but have
. 0 gradient can flow to the model to correct the problem (which is happens in case of sparse-

To alleviate the above problem, the paper proposes smoothing the model. That is, transforming the original model
constructed from indicator functions (hence difficult to optimize by gradient based method) to a smooth differentiable
function by diffusing the landscape. The diffusion process corresponds to convincing the objective function with the
Gaussian kernel.

Ifind the idea of converting such combinatorial problems to differentiable, specially when gradient methods can succeed
in optimizing them afterward, very fascinating. I believe this paper is taking a theoretically sound path to construct the
differentiable form of the originally non-differentiable problem. As the authors find, the smoothed function leads to
improved performance against SOTA on relevant benchmark data such as WordNet hypernymy, Flick caption entailment
and MovieLnes market basket data.

One downside of the current submission is that the details of optimization are now provided at all. What algorithm do you
use to optimize the objective function? What are the hyper parameters? What value of sigma (for diffusion) do you use for
maybe you use the continuation method to gradually anneal sigma from large toward zero?). These are important details
that 1 ask the authors to include.

Also, I think some graphical llustration of the embedding would be very helpful, perhaps something like Figure 2 of
"Probabilistic Embedding of Knowledge Graphs with Box Lattice Measures". I hope such illustration is added to the
submission.

Rating: 8: Top 50% of accepted papers, clear accept

Confidence: 3: The reviewer is fairly confident that the evaluation is correct

ors
Je Paper1 Official Comment ~ Readers: @
oughtful review. Responses are included inline:
d still be nice to include, also for the convolutions of eq 2.
a rendering will be helpful, and will add it to the paper.

> The paper does not comment on running times, some kind of scalability comparison should be included
since the paper claims that the model is easier to train.

The ease of training leads to better results on certain data, rather than increased scalability - both methods
are applicable to large scale data, similar to other embedding methods. We added a new series of

periments testing to different initiali regimes for the two models, which are included in
the draft and detailed in our response to Reviewer #2.

> The paper should clarify that the \prod in 3.3. meet and join definitions seems to refer to a set product,
while the p(a) equation has a standard product (or does it?). What is the “a” in the p(a), should it be "p(x)" ?

Your interpretation of the products is correct, and "a" was indeed a typo for "x." Thanks! We have fixed this in
the draft and changed the definition to clarify the meaning of the products.

> have trouble understanding eq 1: the difference inside the function is always negative, while the hinge
function seems to clip negative values away.
> The definition of the m(x) is too clever, please clarify the function in more conventional notation.

sk vou, there was a sign error. In the updated formula, the quantity inside the function can be positive or
neg; ative if the hard boundaries of the boxes don't overlap at all). We've also switched the definition
to use "min “<ather than \wedge and \vee symbols, so it should be much clearer.
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 concerns were adressed by the authors. This is a great paper and should be

s smoothing probabilistic box embeddings with softplus functions, which make the optimization
M0SCape continuous, while also presenting the theoretical background of the proposed method well. The paper
presents the overall idea beautifully and is very easy to follow. The overall idea of smoothed sotfplus boxes is well-
founded, elegant and practical. The results on standard WordNet do not improve upon state-of-the-art, however
imbalanced WordNet with abundance of neg ples gain remarkable Similarly in Flickr and
MovieLens the method performs well. This paper presents a novel, theoretically welljustified idea with excellent results,
and is likely going to be a high-impact paper.

Anillustrating figure would still be nice to include, also for the convolutions of eq 2. The paper does not comment on
running times, some kind of scalability comparison should be included since the paper claims that the model is easier to
train.

The paper should clarify that the \prod in 3.3. meet and join definitions seems to refer to a set product, while the p(a)
equation has a standard product (or does it?). What is the “a" in the p(a). should it be p(x)"?

I have trouble understanding eq 1: the difference inside the function is always negative, while the hinge function seems
to dlip negative values away. The definition of the m(x)is too clever, please clarify the function in more conventional
notation.

Rating: 7: Good paper, accept

Confidence: 3: The reviewer is fairly confident that the evaluation is correct
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thoughtful review.
'm the optimization, using the default settings given in the Adam paper for

idge terms, with learning rates given in the appendix of the submission. We have also
#Bpendix with more hyperparameter details, and plan to release code before publication.

-The 0 perp: is always set equal to 1.0. We address this also in our
response to Reviewer #2 — since in all experiments aside from Flickr; we divide each dimension by the global
maximum across boxes, this seems to avoid scale issues.

- We agree that a figure illustrating the geometric intuition would be helpful, and will add a rendering in a
future draft.
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The primary weakness identified by reviewers was the writing, which was thought to be lacking soi
difficult to approach for the non-domain expert. This can be improved by including an additional genera
Otherwise, the manuscript was well written.

opinion, this paper is a clear accept.
Recommendation: Accept (Oral)
Confidence: 4: The area chair is confident but not absolutely certain

Overall, reviewers and AC agree that the general problem statement is timely and interesting, and well executed. In our
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Constructive?

Sentence-level review labels

Argument Mining for Understanding Peer Reviews (Hua et al., NAACL 2019)
Can We Automate Scientific Reviewing? (Yuan et aal. arXiv 2021)
Argument Mining Driven Analysis of Peer-Reviews (Fromm et al., arXiv 2021)

24



Constructive?

Sentence-level review labels

Argumentative

Argument Mining for Understanding Peer Reviews (Hua et al., NAACL 2019)
Can We Automate Scientific Reviewing? (Yuan et aal. arXiv 2021)
Argument Mining Driven Analysis of Peer-Reviews (Fromm et al., arXiv 2021)

25



Constructive?

Sentence-level review labels

It’s hard to evaluate whether the method would be useful.

Argumentative

Argument Mining for Understanding Peer Reviews (Hua et al., NAACL 2019)
Can We Automate Scientific Reviewing? (Yuan et aal. arXiv 2021)
Argument Mining Driven Analysis of Peer-Reviews (Fromm et al., arXiv 2021)

26



Constructive?

Sentence-level review labels

Evaluative

Argumentative

It’s hard to evaluate whether the method would be useful.

How does the number of layers affect performance?

Argument Mining for Understanding Peer Reviews (Hua et al., NAACL 2019)
Can We Automate Scientific Reviewing? (Yuan et aal. arXiv 2021)
Argument Mining Driven Analysis of Peer-Reviews (Fromm et al., arXiv 2021)

27



Constructive?

Sentence-level review labels

Evaluative It’s hard to evaluate whether the method would be useful.

Argumentative Request How does the number of layers affect performance?

Fact This is becoming a crowded space, with many such models.

Argument Mining for Understanding Peer Reviews (Hua et al., NAACL 2019)
Can We Automate Scientific Reviewing? (Yuan et aal. arXiv 2021)
Argument Mining Driven Analysis of Peer-Reviews (Fromm et al., arXiv 2021)
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[-IOfficial Blind Review #3 &

ICLR 2020 Conference Paper443 AnonReviewer3

24 Oct 2019 (modified: 05 Nov 2019) ICLR 2020 Conference Paper443 Official Review Readers: @ Everyone
Review: This paper presents a method for adapting a model that has been trained to perform one

task, so that it can perform a new task (potentially without using any new training data at all—i.e.,

zero-shot learning). In some ways the presented work is a form of meta-learning or *meta-

mapping* as the authors refer to it. The premise of the paper is very interesting and the overall

problem is definitely of high interest and high potential impact.

I believe that the presentation of the proposed method can be significantly improved. The method
description was a bit confusing and unclear to me. The experimental results presented were all done
on small synthetic datasets and it's hard to evaluate whether the method is practically useful.
Furthermore, no comparisons were provided to any baselines/alternative methods. For example, in
Sections 4 and 5 I was hoping to see comparisons to methods like MAML. Also, I felt that the
proposed approach in Section 5 is very similar to MAML intuitively. This makes a comparison with
MAML even more desirable. Without any comparisons it's hard to tell how difficult the tasks under
consideration are and what would amount to good performance on the held-out tasks.

In summary, I feel the paper tackles an interesting problem with an interesting approach, but the
content could be organized much better. Also, this work would benefit significantly from a better
experimental evaluation. For these reasons I lean towards rejecting this paper for now, but would
love to see it refined for a future machine learning conference.

Also, the work by Platanios, et al. on contextual parameter generation is very relevant to this work as
it tackles multi-task learning using HyperNetworks. It may be worth adding a short
discussion/comparison to that work as it also considers zero-shot learning.

Minor comments:

- Capitalize: “section” -> “Section”, “appendix” -> “Appendix”, “fig.” -> “Figure”. Sometimes these are
capitalized, but the use is inconsistent throughout the paper.

- “Hold-out” vs “held-out”. Be consistent and use “held-out” throughout.

Rating: 3: Weak Reject

Experience Assessment: I have published one or two papers in this area.

Review Assessment: Thoroughness In Paper Reading: N/A

Review Assessment: Checking Correctness Of Derivations And Theory: N/A

Review Assessment: Checking Correctness Of Experiments: I assessed the sensibility of the
experiments.

Reviewer recommendation

(Reject)
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capitalized, but the use is inconsistent throughout the paper.

- “Hold-out” vs “held-out”. Be consistent and use “held-out” throughout.
Rating: 3: Weak Reject

Experience Assessment: I have published one or two papers in this area.
Review Assessment: Thoroughness In Paper Reading: N/A
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| was hoping to see...
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experiments.

Reviewer recommendation:

(Reject)

This paper presents...

The premise is very interesting...

whether the model is practically useful...

| was hoping to see...

. it’s hard to tell how difficult the tasks...

work would benefit from better evaluation...

it may be worth adding a discussion of...

capitalization...

Be consistent about...

32



[-IOfficial Blind Review #3 &

ICLR 2020 Conference Paper443 AnonReviewer3

24 Oct 2019 (modified: 05 Nov 2019) ICLR 2020 Conference Paper443 Official Review Readers: @ Everyone
Review: This paper presents a method for adapting a model that has been trained to perform one

task, so that it can perform a new task (potentially without using any new training data at all—i.e.,

zero-shot learning). In some ways the presented work is a form of meta-learning or *meta-

mapping* as the authors refer to it. The premise of the paper is very interesting and the overall

problem is definitely of high interest and high potential impact.

I believe that the presentation of the proposed method can be significantly improved. The method
description was a bit confusing and unclear to me. The experimental results presented were all done
on small synthetic datasets and it's hard to evaluate whether the method is practically useful.
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This paper describes a contextual encoding scheme for reconstruction of 3D pointclouds from 2D

images. An encoder outputs the parameters of a hierarchy of reconstruction networks that can be

:K;)Iied in succession to map random samples on a unit sphere to the surface of the reconstructed
pe.

Strengths:

The author's model was quite novel in my opinion. Deep 2D->3D is becoming a crowded space and
there are many other models that encode image inputs, and many others that perform recursive or
composition-based decoding. However, the particular link here was interesting, and [ appreciate the
small number of parameters resulting in solid reconstruction performance. While most related work
was covered well, I believe the authors could have a more up-to-date list of recent work that
reconstructs triangle-mesh representations from images [A-C) (especially since several of these
methods has an architecture that involves encoding and subsequent compositional refinement).

Some of the reconstructions shown in this paper are quite impressive, and the quantitative results
show outperforming 2 recent methods. | did appreciate also the novel path-based evaluation of
shape accuracy in the Appendix, although it would have been helpful to see more discussion of this
in the main paper.

Areas for improvement:

I found that the core technical description was quite brief and would have benefited from simply
more detail and space. You have argued that your method is sensible to try (cog. sc motivations),
and shown that one instance works, but what can we expect in 3 more mathematical or general
sense? Can any sizes of encoder and mapping network fit together? How does the number of
mapping layers effect performance? Won't we eventually expect vanishing/exploding gradients with
particular activation and can one address this in some way?

I note that recent papers in this field tend to perform significantly more extensive experimental
evaluation, typically selecting a wider range of competitors and using a number of more
standardized metrics including 10U, F1 score and CD and typically repeating these at a variety of
resolutions or on additional datasets or category splits etc.

Decision:

Weak reject because the idea is quite interesting, but I believe a more thorough explanation and
expanded experimental comparison would be of great help to ensure the community can appreciate
this work.

Additional citations suggested:

[A) Pixel2Mesh: Generating 3D Mesh Models from Single RGB Images. Wang, Zhang, Li, Fu, Liu and
Jiang. ECCV 2018.

[B) MeshCNN: A Network with an Edge. Hanocka, Hertz, Fish, Giryes, Fleishman and Cohen-Or.
SIGGRAPH 2019.

[C) GEOMetrics: Exploiting Structure for Graph-Encoded Objects. Smith, Fujimoto, Romero and
Meger. ICML 2019.

Rating: 3: Weak Reject

Experience Assessment: [ have published in this field for several years.

Review Assessment: Thoroughness In Paper Reading: [ read the paper thoroughly.

Review Assessment: Checking Correctness Of Derivations And Theory: | carefully checked the
derivations and theory.

Review Assessment: Checking Correctness Of Experiments: | carefully checked the experiments.

Reviewer recommendation:
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